Bilimsel Yayinlar ve Uretken Yapay Zeka Kullanimi

Uretken yapay zeka teknolojileri, akademik iiretim ve yayincilik siireclerinde énemli firsatlar
sunarken; bilimsel bilginin dogrulugu, giivenilirligi ve arastirma biitiinlligii acisindan yeni risk
alanlarini da beraberinde getirmektedir. Bu doniisiim siireci, tiniversiteler ve bilimsel dergiler icin
yalnizca teknik degil, ayn1 zamanda etik ve yonetsel bir sorumluluk alani olugturmaktadir.

Bu yeni donemde akademik yayincilifin tiim paydaslarinin — yazarlar, editorler, hakemler ve
yayinevleri — rollerini ve sorumluluklarini daha acik, daha seffaf ve daha denetlenebilir bir
zeminde yeniden tanimlamasi gerekmektedir.

Bu cercevede bazi temel hususlar 6zellikle ifade edilmelidir:

Yazarlar icin;

Uretken yapay zeka araglari, yazim, 6zetleme, ¢eviri veya dil iyilestirme gibi alanlarda destekleyici
bir rol tistlenebilir. Ancak hangi ara¢ kullanilirsa kullanilsin, bilimsel icerigin dogrulugundan,
kaynaklarin gercekliginden ve metnin etik uygunlugundan nihai sorumluluk yazara aittir.

Yapay zeka tarafindan liretilmis veya onerilmis olsa dahi, dogrulanmamus bilgiler, ger¢ekte var
olmayan kaynaklar ve yaniltici atiflarin bilimsel metinlerde yer almasi kabul edilemez. Bu nedenle
tiretken yapay zeka kullanimi acikca beyan edilmeli, tiim referanslar birincil kaynaklardan
titizlikle kontrol edilmelidir.

Editorler icin;

Editorliik, bilimsel yayincilikta yalnizca basvuru ve hakemlik siireclerini koordine eden bir idari
gorev degil; bilimsel giivenilirligin, etik ilkelere uygunlugun ve yayin kalitesinin korunmasinda
merkezi bir sorumluluktur. Uretken yapay zeka caginda bu rol, daha sistematik ve politika temelli
bir yaklasimi zorunlu kilmaktadir.

Bu kapsamda editorlerden beklenenler sunlardir:

e Yayin bagvurularinda liretken yapay zeka kullanimina iliskin beyanlarin varhgini ve
tutarhihgini gozetmek,

e Metin ici atiflar ile kaynak¢a arasinda bicimsel ve igeriksel tutarliligi degerlendirmek;
olagan disi, dogrulanmasi giic veya alanla uyumsuz referans kiimeleri tespit edildiginde
editoryal incelemeyi derinlestirmek,

e Hakem raporlarinda dile getirilen olasi iiretken yapay zeka kaynakl riskleri sistematik
bicimde ele almak,

e Uretken yapay zekd kullanimim otomatik bir su¢lama alami olarak degil, bilimsel
biitiinligi korumaya yonelik bir risk degerlendirme basligi olarak degerlendirmek,

e Dergi bilinyesinde, yazarlar ve hakemler icin gecerli olacak sekilde, acik, erisilebilir ve
giincel bir “Uretken Yapay Zekd Yayin Politikasi” olusturulmasim saglamak ve
uygulanmasini izlemek.

Editoryal siiregler, cezalandirici degil; 6nleyici, yonlendirici ve yayin etigini giiclendirici bir islev
gormelidir.



Hakemler icin;

Hakemlik siireci, bilimsel yayinciliin en 6énemli kalite ve giiven mekanizmalarindan biridir.
Uretken yapay zeka ¢aginda bu sorumluluk, yalnizca bilimsel icerigi degerlendirmekle sinirli
kalmayip; metnin tutarliligi, kaynak kullanimi ve akademik diiriistliik acisindan da dikkatli bir
yaklasimi gerekli kilmaktadir.

Bu cercevede hakemlerden beklenenler sunlardir:

e DMetin icinde olagan dis1 genellemeler, baglamdan kopuk ifadeler veya alan yaziniyla
ortiismeyen anlatimlar gibi liretken yapay zeka kaynakli olabilecek unsurlara karsi
dikkatli olunmasi,

e Metin ici atiflar ile kaynakca arasinda tutarsizlik, erisilemeyen veya alanla uyumsuz
yayinlar tespit edilmesi halinde editorlerin bilgilendirilmesi,

e Metnin biitiiniinde yiizeysel fakat akici bir anlatim, 6zgiin akademik tartisma derinliginin
zayif olmasi gibi durumlarin editoryal degerlendirmeye not edilmesi,

e Hakemligin, insan uzmanligina ve akademik muhakemeye dayali bir siire¢ oldugu
bilinciyle ylriitiilmesi; degerlendirme ve raporlama siireclerinde iiretken yapay zeka
araclarinin kullanilmamasi.

Hakemlik, nihai bir teknik tespit mekanizmasi degil; bilimsel biitiinliigii korumaya katki sunan bir
erken uyari ve kalite siirecidir.

Bilimsel dergiler ve yayincilar icin;

Uretken yapay zeka caginda bilimsel dergilerin yalnizca genel etik ilkelere atif yapmasi yeterli
degildir.
Her derginin;
o Uretken yapay zeka kullanimina iliskin agik, baglayici ve giincel bir politika olusturmasi,
e Yazarlar, editorler ve hakemler icin bu politikay1 seffaf bicimde ilan etmesi,

e Olasiihlallerde izlenecek usul ve siire¢leri 6nceden tanimlamasi,

akademik yayinciligin giivenilirligi acisindan artik bir zorunluluk haline gelmistir.

Bilimsel Yayincilikta Ortak Giivence Mekanizmalari

Bu doniisiimiin yalnizca bireysel dikkatle yonetilmesi miimkiin degildir. Bu nedenle;
e Yerli ve giivenilir liretken yapay zeka tespit araglarinin gelistirilmesi,
e Buaraglarin ulusal diizeyde otorite kabul edilmesi,

e DergiPark’a yiiklenen tiim bilimsel yayinlarin, mevcut intihal denetimlerine ek olarak,
tiretken yapay zeka kaynakli icerik tespitinden de geg¢irilmesi

onemli ve gerekli adimlar olarak degerlendirilmektedir.

Ulusal ve uluslararasi rehberlerde de agike¢a ifade edildigi tizere, iiretken yapay zeka ne kadar
gelismis olursa olsun; etik sorumluluk, hesap verebilirlik ve bilimsel biitlinliik daima insana aittir.



Universiteler olarak gorevimiz, bu teknolojik doniisiimii reddetmek degil; bilimin giivenilirligini,
seffafligini ve toplumsal itibarim1 koruyacak ilke, politika ve mekanizmalar1 ortak akilla
gelistirmektir. Akademik yayinciligin gelecegi, teknoloji ile etik sorumlulugun dengeli ve bilingli
bicimde birlikte ytriitiilmesine baghdir.

Bu yaklasim, 6698 sayili Kisisel Verilerin Korunmasi Kanunu, 2547 sayili Yiiksekdgretim Kanunu,
5846 sayil Fikir ve Sanat Eserleri Kanunu, Lisansiistii Egitim-Ogretim ve Sinav Yonetmeligi ile
Yiiksek6gretim Kurumlar1 Bilimsel Arastirma ve Yayin Etigi Yonergesi basta olmak iizere,
yurirlikteki ulusal mevzuat ve etik diizenlemelerle uyumlu bir cerceveye dayanmaktadir. Ayrica,
TUBITAK Destek Siireclerinde Uretken Yapay Zekanin (UYZ) Sorumlu ve Giivenilir Kullanimi
Rehberi ile Yiiksekégretim Kurumlari Bilimsel Arastirma ve Yayin Faaliyetlerinde Uretken Yapay
Zeka Kullanimina Dair Etik Rehber, iiretken yapay zeka kullaniminda seffaflik, hesap verebilirlik
ve arastirma biitinliiglinlin esas alinmasi gerektigini acik bicimde ortaya koymaktadir. Nitekim
YOK Baskanimiz Prof. Dr. Erol Ozvar, 4 Kasim 2025 tarihli agiklamasinda, séz konusu etik rehberin
tiniversiteler icin énemli bir adim oldugunu vurgulamis; bu cercevenin daha ileriye tasinmasi
amaciyla kapsaml bir mevzuat ¢alismasinin yiritildigini ve gerekli yonetmelik ile yasal
diizenlemelerin en kisa siirede yiirtirliige girecegini ifade etmistir. Bu dogrultuda yiiksekégretim
sisteminde tretken yapay zeka kullanimina iliskin etik, denetlenebilir ve seffaf bir yonetisim
yapisinin giiclendirilmesi, ortak bir sorumluluk alani olarak karsimizda durmaktadir.



